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Abstract 

This paper shows that the response of cotton prices in the U.S. to fluctuations in oil 

prices in the international market may differ greatly depending on whether the increase 

is driven by demand or supply shocks in the crude oil market. In the long-run, around 

3% of the variability in cotton prices can be attributed to shocks to global demand for 

industrial commodities while none can be traced to oil supply shocks.  
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Introduction 

Oil prices affect cotton prices in two channels. The first channel, more pronounced in 

recent years, is through the substitutability in consumption between oil and biofuels 

such as ethanol, methanol, and biodiesel. With the surge in crude oil prices to histori-
cally high levels of, initially US$60 per barrel in 2005, to $128 per barrel in 2008, the 

demand for ethanol has significantly strengthened. This, in turn, fueled the derived de-

mand for cellulosic materials such as corn, among others, from which biofuels are cre-
ated. In the U.S., as the ethanol industry absorbed a significant share of corn crop, corn 

prices have risen in recent years. Higher corn prices have provided farmers the incentive 

to switch acreage from competing crops to corn. One of these competing crops is cot-
ton, the acreage for which has declined by as much as 45% from 2005-2008 (from 5.586 

million hectares to 3.063 million hectares in 2008/09), the period following the passage 

of the Energy Policy Act of 2005 that contains a new Renewable Fuel Standard (RFS). 
The RFS ensures that gasoline marketed in the United States contains a specific mini-

mum amount of renewable fuel. Between 2006 and 2012, the RFS is slated to rise from 

4.0 to 7.5 billion gallons per year (Baker and Zahniser, 2006). While there is no direct 
linkage and evidence on the extent of cotton acreage diverted to corn, the timing of sus-

tained acreage reductions coincided with the surge in corn demand. Through this chan-

nel, higher oil prices reduce cotton supply via acreage reductions (limited by the extent 
of production substitutability between cotton and corn), ceteris paribus. This, in turn, 

results in higher cotton prices. At the same time, higher oil prices lead to higher cost of 
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cotton production. Most cotton growers are painfully aware that the 2008 crop was an 
expensive one to produce due, at least in part, to crude oil prices above $128 a barrel 

that sent retail gasoline and diesel prices to soar.  

The second channel involves the use of cotton in the textile sector and its substitut-
ability with polyester in textile manufacturing. Higher oil prices translate to more ex-

pensive energy and electricity which raises the cost of polyester fiber production – a 

sector heavily dependent on chemical derivatives of crude oil for inputs. A relatively 
more expensive polyester fiber props up the demand for cotton. In fact, the cross-price 

elasticity between cotton and polyester is positive in most countries; currently, several 

domestic price policies account for the substitutability between cotton and polyester: 
Chinese internal policies and import controls have generally supported cotton prices in 

the range of 120% -130% of polyester prices; in India, cotton and polyester prices are 

roughly at the one-to-one price ratio; in Pakistan, cotton prices are around 80% - 90% of 
polyester prices (Laws, 2009). In the U.S., Pan, Mohanty and Fadiga (2007) found that 

polyester prices and cotton prices Granger-cause each other.  

There is no consensus in the literature on the nature of the relationship between cot-
ton and crude oil prices. While some studies found the relationship between cotton and 

crude oil prices to be weak (Fadiga and Misra 2007; Plastina, 2010), others attest to the 

existence of a significant relationship. Baffes and Gohou (2003) examined the price 
linkages among polyester, cotton and crude oil based on monthly data between 1980 

and 2002. They found a strong co-movement between cotton and polyester prices. In the 

same study, crude oil prices had a stronger effect on polyester prices than on cotton 
prices; also price shocks originating in the polyester market were transmitted at a much 

faster speed to the cotton market than vice-versa. Baffes (2007) analyzed the contempo-

raneous relationship between oil spot prices and the spot prices of other commodities 
with annual data for 1960-2005. The elasticity of cotton price with respect to oil price is 

found to be 14%, and the elasticity with respect to inflation 89%. Harri, Nalley, and 

Hudson (2009) also found that corn, cotton, and soybeans prices have strong relation-
ships with oil prices.  

There are several reasons for the differential results observed across studies. One of 

the reasons for this non-consensus is that majority of the models employed are couched 
within the vector autoregressive/error-correction framework (VAR/ECM) tested for 

cointegration.4 The VAR framework is sensitive to the ordering of the variables so that 

different orderings yield different results. Also, in most occasions, VAR models are re-
duced-form models without reference to a specific economic structure. As such, coeffi-

cient estimates derived from VAR systems are difficult to interpret as they are unrelated 

to structural parameters that depict preferences, technologies and optimizing behavior 
(Breitung, Brüggemann, and Lütkepohl, 2004).  

Another reason is the variability of the span of observations used across studies. 

When Johansen cointegration tests are conducted with a lagged VAR model on a small 
number of annual observations, one rejects the null hypothesis and concludes the exis-

tence of cointegration by comparing the test statistics with the asymptotic critical val-

ues. But because of the problem of size distortion, the conclusion is more likely to be 
rejected (Zhou 2001; Hakkio and Rush 1991).  

There is, however, a commonality across majority of the studies. The ceteris paribus 

assumption is upheld in the regressions of commodity prices on oil prices. A problem 
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with this maintained assumption is that crude oil prices may respond to the very same 
things that affect U.S. commodity prices. For instance, increased aggregate demand 

drives commodity prices higher at the same time that it induces higher oil prices. Global 

activity, in turn, is influenced by the price of oil such that the cause and effect is not 
apparent (Kilian, 2007). To appropriately maintain the ceteris paribus assumption in this 

study, it is instructive to first decompose the fluctuation in oil prices and correctly at-

tribute them to different sources and finally link these fluctuations to the volatility in 
commodity prices. In this case, structural shocks are identified as emanating from either 

the supply or demand side to ascertain if prices respond differently with the source of 

the oil shock.  
Therefore, the objective of this study is to understand the response of cotton prices in 

the U.S. to crude oil price changes in the world market. Specifically, we will examine 

whether the transmission of the fluctuations in oil prices to cotton prices is driven by 
crude oil supply shocks or demand shocks by using a structural vector autoregressive 

model (SVAR) model that allows us to disentangle shocks to the crude oil market. Fol-

lowing Kilian and Park (2009), we identify four aggregate shocks—an oil supply shock, 
an aggregate demand shock, an oil market specific demand shock, a shock not driven by 

global market. A longer span data of monthly observations from 1976 to 2008 is used.  

This paper is organized as follows. A discussion of the data and the SVAR specifica-
tion is presented in the next section. This is followed by a discussion of the results 

where the time-series properties of the variables used are discussed and the responses of 

cotton to oil price shocks are presented. A final section provides conclusions. 

 

Empirical Analysis 

Data 

Monthly data from 1976-2008 for crude oil prices and cotton prices for the U.S. are 

used in the estimation. These are correspondingly sourced from the Energy Information 
Administration (EIA) and the National Cotton Council (NCC).  

The series is obtained for the period January 1975 to February 2008 based on the av-

erage price of landed mill sales of cotton from the website of the National Cotton Coun-
cil. Mill delivered prices are provided by the Market News Branch of USDA's Agricul-

tural Marketing Service (AMS) based on daily cotton sales transactions in four regions 

of the U.S. The series is deflated with US Consumer Price Index (CPI) to come up with 
the real price of cotton. 

The oil price series is based on the refiner acquisition cost of imported crude oil for 

the period January 1975 to August 2009 from the U.S. Department of Energy and is 
deflated using the U.S. CPI. The levels of crude oil production in thousands of barrels 

per month for both OPEC and non-OPEC countries were retrieved from the U.S. Energy 

Information Administration for the period January 1975 to April 2009.  
The index of global real economic activity is from Kilian (2009) based on representa-

tive single voyage freight rates collected by Drewry Shipping Consultants Ltd. for vari-

ous bulk dry cargoes including grain, oilseeds, coal, iron ore, fertilizer and scrap metal. 
In constructing the index, Kilian used these rates provided for different commodities, 

routes and ship sizes quoted in U.S. dollars per metric ton. He then took simple aver-

ages of the freight rates and eliminated the different fixed effects for different routes, 
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commodities and ship sizes by first computing the period-to-period growth rates for 
each series and then taking the equal-weighted average of these growth rates, and cumu-

lated the average growth rate and indexing it January of 1968 (equal to unity). The in-

dexed series is deflated with the US CPI to come up with a real freight index series. 
Since Kilian was interested in the cyclical variation in ocean freight rates the real freight 

index series was linearly detrended and the deviations of the real freight rates from their 

long-run trend are calculated. The resulting variable was used as index of global real 
economic activity. The link to the data is http://www-personal.umich.edu/~lkilian/ 

reaupdate. This indexed series sufficiently accounts for movements in economic activity 

in China and India – countries which have gained a strong foothold in the global econ-
omy in recent years and also two countries for which monthly industrial production in-

dices are unavailable. Hence, had we used an average of production indices, this would 

have underestimated global demand movements.  
 

Structural Vector Autoregression 

Following Kilian and Park (2009), we adopt a structural vector autoregressive 
(SVAR) model that relates U.S. cotton prices to measures of demand and supply shocks 

in the global crude oil market. SVAR models, in contrast to traditional VAR models, 

focus on identifying errors of the system instead of identifying coefficients where the 
errors are interpreted as linear combinations of exogenous shocks (Breitung, Brugge-

man, and Lutkepohl, 2004). Specifically, we estimate a SVAR model based on monthly 

data for the vector time series tZ , consisting of the percent change in global oil produc-
tion, the measure of real activity in global industry commodity markets, the real price of 

crude oil, and the U.S. cotton price. The structural representation of this model is  

   
t
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                  (1) 

where tε denotes the vector of serially and mutually uncorrelated structural innova-

tions. Let te denote the reduced form VAR innovations such that tt Ae ε10
−= . The struc-

tural innovations are derived from the reduced form innovations by imposing exclusion 

restrictions on 
1

0
−A . The model imposes a block-recursive structure on the contempora-

neous relationship between the reduced-form disturbances and the underlying structural 

disturbances. The first block constitutes a model of the global crude oil market. The 

second block consists of U.S. real cotton price.  
In the oil market block, there are three structural shocks that contribute to the real 

price of oil: an oil supply shock, t1ε , an aggregate demand shock, t2ε , and an oil market 

specific demand shock, t3ε (precautionary demand for crude oil as termed by Kilian and 
Park (2009)). In the cotton market block, there is only one structural innovation that 

contributes to the real cotton price: an innovation not driven by global oil market t4ε , or 

other shocks to U.S. cotton prices. 
Therefore, Equation (1) can be re-written as follows: 
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The shocks enter equation (2) successively so that the additional shock of the second 

equation does not affect the variable explained by the first equation in the same period. 
Likewise, the third shock does not affect the variables explained the first and second 

equation in the current time period. In our case, oil supply shocks ( t1ε ) affect global real 

activity ( 2te ) in a month but aggregate demand shocks ( 2tε ) do not affect global oil pro-

duction ( 1te ) in the same month. According to Kilian (2008), this specification is consis-

tent with a vertical short-run global supply curve of crude oil and a downward sloping 

demand curve where crude oil supply will not respond to oil demand shocks within the 
month due to the costs of adjusting production infrastructure; also, increases in the real 

price of oil, e3t, due to shocks specific to the oil market ( 3tε ) will not alter aggregate 

demand ( 2tε t) within the month. Innovations to real price of oil that cannot be explained 

by oil supply shocks ( t1ε ) or shocks to aggregate demand ( 2tε ) must be demand shocks 

that are specific to the oil market. The model structure implies that global crude oil pro-

duction ( t1ε ), global real activity ( 2tε ) and the real price of oil ( 3tε ) are predetermined 

with respect to U.S. real cotton price ( t4ε ). U.S. real cotton price is allowed to respond 

to all three oil demand and supply shocks while t4ε does not affect global oil market at 
least within a given month.  

 

Results and Discussion 

Table 1 presents the results of the Augmented Dickey-Fuller (ADF) and Kwiat-

kowski, Philipps, Schmidt & Shin (KPSS) (1992) unit root tests for each price series. 

Varying lag orders were used in the ADF and KPSS tests as suggested by the usual 
model selection criteria (i.e., Akaike Information Criterion (AIC), Hannan-Quinn Crite-

rion (HQ), and Schwarz Criterion (SC)); deterministic terms were allowed to vary from 

solely a constant to a constant with time trend. While the null hypothesis for the ADF is 
one of nonstationarity, the KPSS tests the null that the data generating process (DGP) is 

stationary so that if a series is I(0), the ADF test should reject the nonstationary null 

hypothesis, whereas the KPSS should not reject its null hypothesis. The hypothesis tests 
for the ADF are based on a comparison of calculated statistics with the critical values 

from Davidson and MacKinnon (1993) statistics while the KPSS tests are based on 

critical values from Kwiatkowski et al. (1992). The conclusions from the ADF tests are 
quite clear: At both the 5% and 10% significance levels, unit roots cannot be rejected 

for both oil and cotton prices in levels (where the deterministic term include only a con-

stant) but are rejected for both price series in their first differences (in both cases where 
the deterministic term include a constant, and a constant with a time trend).5 The results 

of the KPSS tests are in line with the results of the ADF tests with one exception: this 

time the null of stationarity is rejected for both price series in levels in both cases where 
only a constant and both a constant and a time trend are included. Overall, both ADF 
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and KPSS tests support unit roots in both real cotton and oil price series, in levels; both, 
however are stationary in their first differences and are I(1) variables. 

 

Table 1: Unit root tests on real cotton (r_cotton) and oil (r_oil) prices (in loga-

rithms): Augmented Dickey-Fuller (ADF) & Kwiatkowski, Philipps, Schmidt & 

Shin (KPSS) 
Variable Test Deterministic 

terms 
Lags Test value 5%                         

critical 
10%                   
critical 

r_cotton_log ADF c 0       -1.36 -2.86 -2.57 

      1       -1.54     

    c, t 1          -4.22* -3.41 -3.13 

      3          -4.30*     

  KPSS c 1       17.03 0.46 0.35 

      3        8.60     

    c, t 1        0.39 0.15 0.12 

      3        0.21     

∆ r_cotton_log ADF c 0      -17.84* -2.86 -2.57 

      4        -9.64*     

    c, t 0      -17.82* -3.41 -3.13 

      4        -9.63*     

  KPSS c 4    0.04** 0.46 0.35 

    c, t 4 0.04** 0.15 0.12 

r_oil_log ADF c 1      -2.52 -2.86 -2.57 

      6      -1.70     

    c, t 1      -2.45 -3.41 -3.13 

      6      -1.52     

  KPSS c 1       5.02 0.46 0.35 

      6       1.50     

    c, t 1       3.33 0.15 0.12 

      6       1.00     

∆ r_oil_log ADF c 0       -12.21* -2.86 -2.57 

      1       -11.50*     

      5         -9.57*     

    c, t 0       -12.21* -3.41 -3.13 

      1       -11.51*     

      5         -9.60*     

  KPSS c 1      0.13** 0.46 0.35 

      5 0.10**     

    c, t 1 0.05** 0.15 0.12 

      5 0.04**     

* reject nonstationarity at the 5% and 10% levels of significance 

** fail to reject stationarity at the 5% and 10% levels of significance 
 

Given this, there potentially exists a long-run relationship between real oil and cotton 
prices. To investigate further this long-run relationship for possible cointegration analy-
sis, we use two tests: the Johansen trace test (1995) that assumes an intercept in the de-
terministic term, and the Saikkonen and Lutkepohl (S&L) test (2000) that proceeds by 
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estimating the deterministic term first, subtracting it from the observations and then ap-
plying the Johansen type test to the adjusted series. The results of the Johansen trace 
and S&L tests are presented in Table 2. Both S&L and Johansen tests cannot reject rank 
0 based on different lag orders. This suggests that there is no cointegration and further 
indicates that there is no long-run relationship between real cotton and oil prices.  

 
Table 2:  Test of cointegration between real cotton and oil prices: Saikkonen & 

Lutkepohl   (S&L), and Johansen 

Test 
Determinis-

tic terms 

�o. of lagged 

differences 

�ull hy-

pothesis 
Test value 

90%                     

critical 

value 

95%                     

critical value 

 c 2 r=0 5.26 10.47 12.26 

     r=1 1.23 2.98 4.13 

    3 r=0 4.45 10.47 12.26 

      r=1 1.54 2.98 4.13 

  c, t 2 r=0 9.68 13.88 15.76 

      r=1 2.61 5.47 6.79 

    7 r=0 7.99 13.88 15.76 

      r=1 1.37 5.47 6.79 

Johansen c 2 r=0 6.95 17.98 20.16 

      r=1 2.91 7.6 9.14 

    3 r=0 5.08 17.98 20.16 

      r=1 1.62 7.6 9.14 

  c, t 2 r=0 22.21 23.32 25.73 

      r=1 3.37 10.68 12.45 

    7 r=0 20.42 23.32 25.73 

      r=1 2.52 10.68 12.45 

 

The effects of shocks to real cotton prices in the U.S. are then derived from a SVAR 
model specification, given the absence of any cointegrating relationship. The impulse 

responses together with bootstrap confidence interval (95% Efron percentile confidence 

interval in 1000 replications) are shown in Fig. 1. The three panels in Fig. 1 show the 
impulse responses of real cotton price to each of the three demand and supply shocks 

that affect the crude oil market. Fig. 1 shows that the responses of cotton price may dif-

fer depending on the underlying cause of the oil price increase. Unanticipated disrup-
tions in crude oil production and increases in the precautionary demand for oil (oil-

specific) do not have a significant effect on real cotton prices in the US. In contrast, un-

expected increases in global demand for industrial commodities driven by higher global 
real economic activity cause a short-lived increase in U.S. cotton prices that lasts for 

only a month. Notice that in the middle panel of Fig. 1, transmissions of shocks from 

increased economic activity in subsequent periods are not statistically significant based 
on the confidence intervals. The results indicate that unpredicted global oil supply dis-

ruptions such as unanticipated production cutbacks by OPEC plays very little or no role 

altogether in the sustained variability in the cotton market; they also suggest that recent 
fluctuations in cotton prices were driven by unusually high economic growth in OECD 

countries as well as additional demand from emerging countries such as China, Brazil, 

India and Russia.  
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Figure 1:  Forecast error impulse responses of US real cotton price (x-axis: 

months, y-axis: US real price of cotton) 

 
The forecast error variance decomposition in Table 3 quantifies how important the 

three innovations have been, on average, for US cotton prices. It is based on a Choleski 

decomposition of the covariance matrix. In the short-run, the effect of these three 
shocks is small. On impact, only 1% of the variation in US real cotton price is associ-

ated with shocks that drive the global crude oil market. This proportion modestly in-

creases in the next two months and persists in the same proportion in the subsequent 
months. In the long run, 3% of the variability in the real cotton price is accounted for by 

an unexpected increase in the global demand for industrial commodities that drive the 

global crude oil market while a mere 1% of the variability in cotton prices can be attrib-
uted to precautionary oil demand shocks; none is accounted for by oil supply shocks. 

Overall, shocks in global oil demand due to improved economic activity are an impor-

tant fundamental for the cotton market while oil supply shocks and precautionary de-
mand shocks for crude oil do not provide much explanatory power for cotton price 

variation.  

 

Table 3:  Percent contribution of demand and supply shocks in the crude oil mar-

ket to the overall variability of U.S. cotton prices 

 Horizon Oil Supply 

Shock 

Aggregate 

Demand Shock 

Oil-specific 

Demand Shock 

Other Shocks 

1 0.00 0.01 0.00 0.99 

2 0.00 0.02 0.01 0.97 

3 0.00 0.03 0.01 0.96 

4 0.00 0.03 0.01 0.96 

∞ 0.00 0.03 0.01 0.96 
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Conclusions 

In this paper, the effects of oil price shocks on cotton prices have been examined. 

Time series properties of crude oil and cotton prices were examined and found to be 

first-difference stationary and no cointegration. This is consistent with studies that did 
not find cointegrating relations between crude oil and commodity prices. For instance, 

Campiche et al. (2007) did not find any long-run relationship between crude oil prices 

and corn, sorghum, sugar, soybeans, soybean oil, and palm oil prices for the period 
2003-2005 but found one for corn and soybeans for the period 2006-2007. Similarly, 

Zhang and Reed (2008) did not find any significant effect of crude oil prices on feed 

grains using monthly wholesale prices from January 2000 to October 2007. Likewise, 
Yu, Bessler and Fuller (2006) did not find any significant influence of crude oil prices 

on the variation of edible oil prices in a five-dimensional system to include soybean, 

rapeseed, sunflower and palm oil border prices (in addition to oil prices) using weekly 
prices from January 1999 to March 2006.  

Using Kilian and Park’s first-differences SVAR model, it was found that the monthly 

changes in cotton prices were significantly affected by unexpected increases in the 
global oil demand driven by increased global real economic activity (and that the effect 

is a short-lived increase in cotton prices for a month). Shocks to global oil demand 

emanating from increased global activity can explain 3% of the long-run variation in 
U.S. real cotton prices. This particular result provides evidence on the asymmetry of the 

response of U.S. cotton prices to oil price shocks: whether these shocks are generated 

from the demand- or supply-side – an issue that has not been addressed in the current 
cotton-oil price literature. This information is useful for simulation and further analysis 

of various welfare studies and income stabilization policies for cotton farmers. These 

studies, in turn, enable quantification of the welfare effects of different policies and, 
consequently, aid in the planning, design, and implementation of various government 

programs (i.e. agricultural price stabilization schemes and income stabilization pro-

grams).  
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